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#### Abstract

This paper examines the complexity of global verification for MAX-SAT, MAX- $k$-SAT (for $k \geqslant 3$ ), Vertex Cover, and Traveling Salesman Problem. These results are obtained by adaptations of the transformations that prove such problems to be NP-complete. The class of problems PGS is defined to be those discrete optimization problems for which there exists a polynomial time algorithm such that given any solution $\omega$, either a solution can be found with a better objective function value or it can be concluded that no such solution exists and $\omega$ is a global optimum. This paper demonstrates that if any one of MAX-SAT, MAX- $k$-SAT (for $k \geqslant 3$ ), Vertex Cover, or Traveling Salesman Problem are in PGS, then $\mathrm{P}=\mathrm{NP}$.
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## 1. Introduction

Discrete optimization problems in the set PGS are those problems for which there exists a polynomial time algorithm such that given a solution $\omega$ of an instance $I$, the algorithm either returns a solution $\omega$ ' with better objective function value or else concludes that $\omega$ is a global optimum (Jacobson and Solow, 1993). Let $\mathrm{P}_{S}$ denote the set of search problems that can be solved in polynomial time. An interesting, unresolved question to ask is whether $\mathrm{P}_{S}=$ PGS? The research in this paper examines this question and provides evidence to support (though not prove) that this equality does indeed hold. A necessary condition for a problem to be in PGS is that global verification of any solution can be accomplished in polynomial time. This paper provides evidence that $\mathrm{P}_{S}$ and PGS are (in some sense) close by showing that for many NP-hard optimization problems, global verification is an NP-complete decision problem. Jacobson and Solow (1993) show that if there exists a PGS problem that is NP-hard, then NP = co-NP. One goal of this research is to extend this result by showing that if there exists a PGS problem that is NP-hard, then $\mathrm{P}=\mathrm{NP}$. This paper provides a step in this direction since if it can be shown
that the global verification problem for every NP-hard optimization problem is NPcomplete, then it is true that the existence of a PGS problem that is NP-hard implies that $\mathrm{P}=\mathrm{NP}$.

There has been a limited amount of research reported in the literature on the PGS versus $\mathrm{P}_{S}$ question and the global verification problem. Schulz et al. (1995) and Grotschel and Lovasz (1995) show that problems formulated as 0-1 Integer Programming Problems (with no restrictions on the objective function coefficients) are solvable in polynomial time if and only they are in PGS. Schulz and Weismantel (1999) also show similar results for general integer programming problems for which the independent variables are bounded by a constant. Papadimitriou and Steilglitz (1977) examine the complexity of global verification for the Traveling Salesman Problem (TSP) by showing that global verification for the TSP is NPcomplete. They obtain this result by proving a particular subclass of Hamiltonian Circuit to be NP-complete and then polynomially transform this problem to the global verification problem of TSP. This paper extends these results by also showing that global verification for MAX-SAT, MAX- $k$-SAT (for $k \geqslant 2$ ), and Vertex Cover are all NP-complete. This paper also provides an alternative proof of the result that global verification for TSP is NP-complete. Furthermore, global verification for TSP is shown to be NP-complete by using a similar method used to show that the TSP decision problem is NP-complete (as given in Garey and Johnson, 1979). Therefore, the proof presented here to demonstrate that global verification for TSP is NP-complete is a simplification of the proof presented in Papadimitriou and Steilglitz (1977). To obtain all these results, the global verification problem for MAX-SAT is first shown to be NP-complete. The other global verification problems are then shown to be NP-complete by transforming the corresponding global verification problems in a similar manner as the original problems were transformed (as described in Garey and Johnson, 1979). For example, the global verification of MAX-3-SAT is proven to be NP-complete by showing the global verification of MAX-SAT polynomially transforms to the global verification problem of MAX-3-SAT, where this transformation is an adaptation of the transformation from SAT to 3-SAT (as described in Garey and Johnson, 1979).

Other related results in the literature include the introduction of the class of problems PLS (Johnson et al., 1988) along with the investigation of the complexity of finding local optima for discrete optimization problems. The class of problems PLS contains all local search problems (discrete optimization problems with a neighborhood function) in which local optimality can be verified in polynomial time. Fischer et al. (1997) discuss witness-isomorphic reductions and demonstrate how they can be used to preserve the length of augmenting paths between local search problems. An augmenting path for a local search algorithm is a sequence of solutions such that each solution in the sequence has better objective function value than the preceding solution and is in the neighborhood of the preceding solution. These witness-isomorphic reductions show how a local search algorithm for an NP-hard optimization problem can also be used to address other NP-hard optimiz-
ation problems (via a witness-isomorphic reduction). Jacobson and Solow (1993) introduce the class of problems PGS and investigate finite improvement algorithms within this class. Finite improvement algorithms are iterative algorithms that terminate in a finite number of iterations, where each such iteration is performed in polynomial time and strict improvement is required from iteration to iteration. Note that PGS and PLS are equivalent in that any problem $\Pi$ in PGS or PLS can be reformulated (in polynomial time in the length of problem instances of $\Pi$ ) as an equivalent problem in the other class.

The paper is organized as follows: Section 2 provides formal definitions and background material needed to obtain the global verification results presented in Section 3. The class of problems PGS and optimization problems MAX-k-SAT (for $k \geqslant 2$ ), TSP, Vertex Cover, and Hamiltonian Circuit are all formally defined in Section 2. Section 3 shows that global verification for MAX-SAT, MAX- $k$-SAT (for $k \geqslant 2$ ), Vertex Cover, and the TSP are all NP-complete. Section 4 provides concluding comments and directions for future research.

## 2. Definitions and Background

Several definitions are needed to describe the results presented. A discrete optimization problem $\Pi$ with instances denoted by $(\Omega, f)$ is formulated to find a solution $\omega \in \Omega$ that minimizes or maximizes $f$, where $\Omega$ is the (countable) solution space and $f: \Omega \rightarrow R$ is the objective function. For every instance $(\Omega, f)$ of an optimization problem $\Pi$, a neighborhood function $\eta: \Omega \rightarrow 2^{\Omega}$ maps each solution $\omega \in \Omega$ into a subset of the solution space. For a minimization problem, a solution $\omega \in \Omega$ is a (strict) local optimum if $f(\omega)(<) \leqslant f(\omega)$ for all $\omega \in \eta(\omega)$, and a solution $\omega \in \Omega$ is a global optimum if $f(\omega) \leqslant f(\omega)$ for all $\omega \in \Omega$. Similarly, for a maximization problem, a solution $\omega \in \Omega$ is a (strict) local optimum if $f(\omega)(>) \geqslant f(\omega)$ for all $\omega \in$ $\eta(\omega)$, and a solution $\omega \in \Omega$ is a global optimum if $f(\omega) \geqslant f(\omega)$ for all $\omega \in \Omega$.

To define the concept of polynomial-time solvability of a discrete optimization problem, several definitions are needed (for additional details, see Garey and Johnson, 1979). A deterministic Turing machine (DTM) is a model of a computer that is used to formally define the class of problems P . A discrete optimization problem $\Pi$ can be defined as a relation $R$ over $\{0,1\}^{*} \times\{0,1\}^{*}$ by having $(x, y) \in R$ if and only if $y$ is the optimal solution to the instance $x$ of $\Pi$. Given $(x, y) \in R$, the strings of bits $x$ and $y$ are used to represent the instance $(\Omega, f)$ of $\Pi$ and an optimal solution of $(\Omega, f)$, respectively. A function $h:\{0,1\}^{*} \rightarrow\{0,1\}^{*}$ realizes the string relation $R$ if and only if for each instance $x$ of $\Pi, h(x)$ equals $y \in\left\{0,1^{*}\right\}$ such that $(x, y) \in$ $R$. The relation $R$ (or optimization problem $\Pi$ ) is solvable in polynomial-time if there exists a polynomial-time DTM program M such that $h_{M}$ realizes $R$. Let $\mathrm{P}_{S}$ denote the set of all discrete optimization problems that are solvable in polynomialtime. Note that this definition is equivalent to the definition of the class of search problems given in Johnson et al. (1988).

From Jacobson and Solow (1993), a polynomial-time global search (PGS) problem $\Pi$ is an optimization problem for which the following three polynomial time algorithms exist:

1. Algorithm $\mathrm{A}_{\Pi}$, given an instance $(\Omega, f)$, produces a solution $\omega \in \Omega$.
2. Algorithm $B_{\Pi}$, given an instance $(\Omega, f)$ and a solution $\omega \in \Omega$, computes $f(\omega)$.
3. Algorithm $\mathrm{C}_{\Pi}$, given an instance $(\Omega, f)$ and a solution $\omega \in \Omega$, either outputs a new solution $\omega^{\prime} \in \Omega$ with $f\left(\omega^{\prime}\right)<f(\omega)$ (assuming a minimization problem) or else concludes that no such solution exists and $\omega$ is a global optimum.

The first algorithm $\mathrm{A}_{\Pi}$ ensures that given any instance $(\Omega, f)$, a solution can be produced in polynomial time. The second algorithm $B_{\Pi}$ ensures that the objective function can be computed in polynomial time. The third algorithm $\mathrm{C}_{\Pi}$ provides a procedure such that given any solution $\omega$, the algorithm either finds a better solution or concludes that no such solution exists and $\omega$ is a global optimum. Therefore, the third algorithm $\mathrm{C}_{\Pi}$ is equivalent to the existence of a neighborhood function that can be searched in polynomial time and results in all the local optima being global optima.

Several decision problems can be defined from a particular optimization problem. For an optimization problem $\Pi$, let $\Pi(\mathrm{D})$ be the decision problem:

Given an instance $(\Omega, f)$ of $\Pi$ and a real number $K$, does there exist a solution $\omega \in \Omega$ such that $f(\omega) \leqslant K$ ?

Given an optimization (minimization) problem $\Pi$ with a corresponding solution $\omega \in \Omega$, the global verification decision problem $\Pi(\mathrm{GV})$ can be defined:

Given an instance $(\Omega, f)$ of $\Pi$ and a solution $\omega \in \Omega$, does there exist a solution $\omega^{\prime} \in \Omega$ such that $f\left(\omega^{\prime}\right)<f(\omega)$ ?

For example, MAX-3-SAT(GV) denotes the global verification decision problem associated with the MAX-3-SAT optimization problem.

This paper shows that the global verification problem is NP-complete for several well-known discrete optimization problems, namely MAX-SAT, MAX-k-SAT $(k \geqslant 2)$, Vertex Cover, and the TSP. These discrete optimization problems are now formally defined. To define MAX- $k$-SAT, the following terminology and notation are needed. A Boolean variable is a variable that takes on only one of two values, true or false. Given a collection of Boolean variables $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$, for each $x \in X$, define $\mathbf{x}$ and $\overline{\mathbf{x}}$ to be literals of $X$, where the literal $\mathbf{x}(\overline{\mathbf{x}})$ is true (true) if and only if the variable $x$ is set to true (false). For simplification, throughout the remainder of this paper, let zero (0) denote false and one (1) denote true. A clause is a collection of literals of $X$. For example, if $X=\left\{x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right\}$, then $\left(\mathbf{x}_{\mathbf{2}}, \overline{\mathbf{x}}_{\mathbf{4}}, \mathbf{x}_{5}\right)$ is a clause. A clause is satisfied if any of the literals it contains is true. MAX- $k$-SAT (for $k \geqslant 1$ ) is now formally defined.

MAX- $k$-SAT: Given $m$ clauses, where each clause consists of $k$ literals, over the set of Boolean variables $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$, find a truth assignment $t: X \rightarrow\{0,1\}$ that maximizes the number of satisfied clauses.

MAX- $k$-SAT has a polynomial number of distinct objective function values (i.e., integer values between 0 and $m$ ). This property can be used to show that MAX- $k$ SAT is polynomially solvable if and only if MAX- $k$-SAT is in PGS. Note that MAX-SAT is the same as MAX- $k$-SAT, except that any two clauses for MAX-SAT may have a different number of literals.

The TSP, Hamiltonian Circuit, and Vertex Cover are all formally defined as optimization problems. Note that the global verification problem for each of these problems is well-defined.

Traveling Salesman Problem (TSP): Given a collection of $n$ cities $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ and distances $d\left(x_{i}, x_{j}\right)$ for each pair of distinct cities $x_{i}$ and $x_{j}$, find a Hamiltonian circuit (i.e., a permutation of the $n$ cities $y_{1} y_{2} \ldots y_{n}$ ) with minimum total length

$$
\left(d\left(y_{1}, y_{n}\right)+\sum_{i=1}^{n-1} d\left(y_{i}, y_{i+1}\right)\right)
$$

Hamiltonian Circuit: Let $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ be a graph, where $|\mathrm{V}|=n$. Find an ordering of the vertices $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ such that $\left(v_{i}, v_{i+1}\right) \in \mathrm{E}$ for all $i=1,2, \ldots, p-$ $1,\left(v_{n}, v_{1}\right) \in E$, and $p$ is maximized.

Vertex Cover: Let $G=(\mathrm{V}, \mathrm{E})$ be a graph. Find a subset $\mathrm{V}^{\prime} \subseteq \mathrm{V}$, with the fewest number of vertices, such that for each edge $(u, v) \in \mathrm{E}$, either $u \in \mathrm{~V}^{\prime}$ or $v \in \mathrm{~V}^{\prime}$.

## 3. Polynomial Transformations that Preserve the PGS Property

This section shows that the global verification decision problem for several NPhard discrete optimization problems is NP-complete. An implication of this result is that if one of these problems is in PGS , then $\mathrm{P}=\mathrm{NP}$.

Theorem 1 shows the problem of determining if there exists a truth assignment that satisfies all of the clauses, when there is a truth assignment that satisfies all but $l$ clauses (i.e., a special case of MAX-SAT(GV)), is NP-complete. This special case is referred to as MAX-SAT(GV, $l$ ). Note that MAX- $k-S A T(G V, l)$ is defined in a similar way, where the only difference is that all the clauses have $k$ literals. The result in Theorem 1 implies that the global verification problem for MAX-SAT is NP-complete, hence if MAX-SAT is in PGS, then $\mathrm{P}=\mathrm{NP}$.

MAX-SAT(GV, $l$ ): Given $m$ clauses over the set of Boolean variables $\left\{X=x_{1}, x_{2}\right.$, $\left.\ldots, x_{n}\right\}$ and a truth assignment $t: X \rightarrow\{0,1\}$ that satisfies $m-l$ clauses, does there exist a truth assignment that satisfies all $m$ clauses?

THEOREM 1. MAX-SAT $(G V, l)$ is $N P$-complete for all $l \geqslant 1$.

Proof. Let $l \geqslant 1$. This results is obtained by showing that SAT polynomially transforms to MAX-SAT(GV,l). First, it is straightforward to see that MAX$\operatorname{SAT}(\mathrm{GV}, l)$ is in NP. Let C be a set of $m$ clauses over a set $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ of $n$ Boolean variables; this defines an instance of SAT. An instance of MAX$\operatorname{SAT}(\mathrm{GV}, l)$ can be constructed with the property that it is satisfiable if and only if C is satisfiable. To see this, let $=\bar{C}=\left\{\left(y_{1}, y_{2}, \ldots, y_{k}, x_{n+1}, x_{n+2}, \ldots, x_{n+l}\right\}\right)$ : $\left.\left(y_{1}, y_{2}, \ldots, y_{k}\right) \in C\right\}$. The instance of $\operatorname{MAX}-\operatorname{SAT}(\mathrm{GV}, l)$ is given by the set of clauses $C^{\prime}=\bar{C} \cup\left\{\bar{x}_{n+1},\left(\bar{x}_{n+2}\right), \ldots,\left(\bar{x}_{n+1}\right)\right\}$, set of Boolean variables $X^{\prime}=$ $X \cup\left\{x_{n+1}, x_{n+2}, \ldots, x_{n+l}\right\}$, and the truth assignment $t^{\prime}: X^{\prime} \rightarrow\{0,1\}$, where $t^{\prime}\left(x_{i}\right)=0$ for all $i=1,2, \ldots, n$ and $t^{\prime}\left(x_{n+1}\right)=1$ for all $i=1,2, \ldots, l$. Note that this instance of MAX-SAT(GV, $l$ ) is constructed in polynomial time in the length of the SAT instance. By design, the truth assignment $t^{\prime}$ does not satisfy exactly $l$ clauses of $\mathrm{C}^{\prime}$. To complete the proof, it is necessary to show that $\mathrm{C}^{\prime}$ is satisfiable if and only if C is satisfiable. Suppose C is satisfiable and $t: X \rightarrow\{0,1\}$ is a truth assignment that satisfies all the clauses of C . Then, it is straightforward to see that the truth assignment $t^{*}: X^{\prime} \rightarrow\{0,1\}$ defined by $t^{*}(x)=t(x)$ for all $x \in X$, and $t^{*}(x)=0$ for all $x \in X^{\prime}-X$, satisfies all the clauses of $\mathrm{C}^{\prime}$. Now, suppose $C^{\prime}$ is satisfiable and $t: X^{\prime} \rightarrow\{0,1\}$ satisfies all the clauses of $\mathrm{C}^{\prime}$. Since $\mathrm{C}^{\prime}$ is satisfiable by $t$, it then follows that $t(x)=0$ for all $x \in X^{\prime}-X$, and $t^{*}: X \rightarrow\{0,1\}$, where $t^{*}(x)=t(x)$ for all $x \in X$, satisfies all the clauses in C. This implies that SAT polynomially transforms to MAX-SAT(GV, $l$ ).

Cook (1971) proved that SAT was NP-complete, hence established the first decision problem to be NP-complete. After SAT was shown to be NP-complete, other decision problems $\Pi$ could be shown to be NP-complete by polynomially transforming SAT to $\Pi$. In a similar fashion, the work presented here first shows that the global verification problem of MAX-SAT is NP-complete. Given this result, other global verification problems $\Pi(\mathrm{GV})$ could be shown to be NP-complete by polynomially transforming MAX-SAT(GV) to $\Pi(\mathrm{GV})$.

Theorem 2 shows that the global verification problem for MAX-3-SAT is also NP-complete. The polynomial transformation used in the proof of Theorem 2 is the same transformation to show SAT polynomially reduces to 3-SAT (as described in Garey and Johnson, 1979), except for changes that are needed to transform a truth assignment of SAT to a truth assignment of 3-SAT.

THEOREM 2. $M A X-3-S A T(G V, l)$ is $N P$-complete for all $l \geqslant 1$.
Proof. Let $l \geqslant 1$. First, it is straightforward to see that MAX-3-SAT(GV, $l$ ) is in NP. The proof follows by showing that MAX-SAT(GV, l) polynomially transforms to MAX-3-SAT(GV, $l$ ). Let $\mathrm{C}=\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$ be a set of $m$ clauses over a set $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ of $n$ Boolean variables and $t: X \rightarrow\{0,1\}$ be a truth assignment that satisfies all but $l$ clauses; this defines an instance of MAX-SAT(GV,l). A set of clauses $\mathrm{C}^{\prime}$, where each clause in $\mathrm{C}^{\prime}$ has exactly three literals over a set $X^{\prime}$ of Boolean variables, and a truth assignment $t^{\prime}: X^{\prime} \rightarrow\{0,1\}$ that satisfies all
but $l$ clauses of $\mathrm{C}^{\prime}$ can be constructed such that C is satisfiable if and only if $\mathrm{C}^{\prime}$ is satisfiable. For each clause in C , additional variables and clauses are needed to construct the sets $\mathrm{C}^{\prime}$ and $X^{\prime}$. Let $c_{j}=\left(y_{1}, y_{2}, \ldots, y_{k}\right) \in \mathrm{C}$ be a clause. Consider the following four cases based on the size of $k$.

Case 1: $k=1$. Let $X_{j}=\left\{w_{1, j}, w_{2, j}\right\}$ and $\mathrm{C}_{j}=\left\{\left(y_{1}, w_{1, j}, w_{2, j}\right),\left(y_{1}, \bar{w}_{1, j}, w_{2, j}\right)\right.$, $\left.\left(y_{1}, w_{1, j}, \bar{w}_{2, j}\right),\left(y_{1}, \bar{w}_{1, j}, \bar{w}_{2, j}\right)\right\}$.
Case 2: $k=2$. Let $X_{j}=\left\{w_{1, j}\right\}$ and $C_{j}=\left\{\left(y_{1}, y_{2}, w_{1, j}\right),\left(y_{1}, y_{2}, \bar{w}_{1, j}\right)\right\}$.
Case 3: $k=3$. Let $X_{j}=\phi$ and $\mathrm{C}_{j}=\left\{\left(c_{j}\right)\right\}$.
Case 4: $k>3$. Let $X_{j}=\left\{w_{i, j}: 1 \leqslant i \leqslant k-3\right\}$ and
$\mathrm{C}_{j}=\left\{\left(y_{1}, y_{2}, w_{1, j}\right)\right\} \cup\left\{\left(\bar{w}_{i, j}, y_{i+2}, w_{i+1, j}\right): i=1,2, \ldots, k-4\right\}$
$\left.\cup\left\{\bar{w}_{k-3, j}, y_{k-1}, y_{k}\right)\right\}$.
Let

$$
C^{\prime}=\bigcup_{j=1}^{m} C_{j} \text { and } X^{\prime}=X \cup\left[\bigcup_{j=1}^{m} X_{j}\right]
$$

A truth assignment $t^{\prime}: X \rightarrow\{0,1\}$ is defined that satisfies all but $l$ clauses of $\mathrm{C}^{\prime}$. For each $x \in X$, set $t^{\prime}(x)=t(x)$. Let $c_{j}=\left(y_{1}, y_{2}, \ldots, y_{k}\right) \in \mathrm{C}$ (where $k>3$ ) be a clause that is not satisfied by $t$. By setting $t^{\prime}(x)=1$, for each $x \in X_{j}$, it follows that $t^{\prime}$ satisfies all but one clause of $\mathrm{C}_{j}$. Now, let $c_{j}=\left(y_{1}, y_{2}, \ldots, y_{k}\right) \in \mathrm{C}$ (where $k>3$ ) be a clause that is satisfied by $t$. Let $p$ be the smallest integer such that the literal $y_{p}$ is satisfied by $t$. The following rules are used to define $t^{\prime}(x)$ for all $x \in X_{j}$ :
(1)if $p=1$ or 2 , then $t^{\prime}\left(w_{i, j}\right)=0$ for all $i=1,2, \ldots, k-3$,
(2)if $p=k-1$ or $k$, then $t^{\prime}\left(w_{i, j}\right)=1$ for all $i=1,2, \ldots, k-3$,
(3)if $2<p<k-1$, then $t^{\prime}\left(w_{i, j}\right)=1$ for all $i=1,2, \ldots, p-2$, and $t^{\prime}\left(w_{i, j}\right)=0$ for all $i=p-1, p, \ldots, k-3$.

Therefore, $t^{\prime}$ satisfies all clauses in $\mathrm{C}_{j}$. Finally, for each $j$ such that $c_{j}=\left(y_{1}, y_{2}, \ldots\right.$, $y_{k}$ ), where $k \leqslant 3$, set $t^{\prime}(x)=1$ for all $x \in X_{j}$. In this case, if $t$ satisfies $c_{j}$, then $t^{\prime}$ satisfies all the clauses in $\mathrm{C}_{j}$. Moreover, if $t$ does not satisfy $c_{j}$, then $t^{\prime}$ satisfies all but one clause of $\mathrm{C}_{j}$. By construction, the truth assignment $t^{\prime}$ satisfies all but $l$ clauses of $\mathrm{C}^{\prime}$. Lastly, C is satisfiable if and only if $\mathrm{C}^{\prime}$ is satisfiable (Garey and Johnson, 1979). Note that the constructions of $\mathrm{C}^{\prime}, X^{\prime}$, and $t^{\prime}$ are all obtained in a polynomial number of steps in the length of instances of MAX-SAT(GV, $l$ ). Therefore, MAX-3-SAT(GV, l) is NP-complete.

Theorem 3 extends the result in Theorem 2 to show that MAX- $k-S A T(G V, l)$ is NP-complete for all $k \geqslant 3$. MAX-2-SAT(GV,l) is polynomially solvable for all $l \geqslant 1$ since 2-SAT is polynomially solvable (Aspvall et al., 1979). However, the
optimization problem MAX-2-SAT is NP-hard. Theorem 4 proves that MAX-2SAT(GV) is NP-complete.

THEOREM 3. MAX- $k-S A T(G V, l)$ is $N P$-complete for all $k \geqslant 3$ for all $l \geqslant 1$.
Proof. The proof is by induction on $k$. Let $l \geqslant 1$. The base case $(k=3)$ follows from Theorem 2. Suppose MAX- $k$-SAT(GV, $l$ ) is NP-complete for some $k \geqslant 3$. It will be shown that MAX- $k+1-\operatorname{SAT}(\mathrm{GV}, l)$ is NP-complete. Let $\mathrm{C}=\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$ be a set of $m$ clauses over the set $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ of $n$ Boolean variables, and let $t: X \rightarrow\{0,1\}$ be a truth assignment that satisfies all but $l$ clauses. This defines an instance of MAX- $k-\operatorname{SAT}(\mathrm{GV}, l)$. For each $c_{j}=\left(y_{1}, y_{2}, \ldots, y_{k}\right) \in \mathrm{C}$, let $X_{j}=\left\{w_{j}\right\}$ and $\left.\mathrm{C}_{j}=\left\{\left(y_{1}, y_{2}, \ldots, y_{k}, \bar{w}_{j}\right\}\right),\left(y_{1}, y_{2}, \ldots, y_{k}, w_{j}\right)\right\}$. Let

$$
\mathrm{C}^{\prime}=\bigcup_{j=1}^{m} C_{j} \text { and } X^{\prime}=X \cup\left[\bigcup_{j=1}^{m} X_{j}\right]
$$

Define $t^{\prime}: X^{\prime} \rightarrow\{0,1\}$ by $t^{\prime}(x)=t(x)$ for all $x \in X$, and $t^{\prime}(x)=1$, for all $x \in X^{\prime}-X$. If $t$ satisfies clause $c_{j}$, then $t^{\prime}$ satisfies both clauses in $\mathrm{C}_{j}$. If $t$ does not satisfy clause $c_{j}$, then $t^{\prime}$ satisfies only one clause in $\mathrm{C}_{j}$. Since $t$ satisfies all but $l$ clauses of C , it then follows that $t^{\prime}$ satisfies all but $l$ clauses of $\mathrm{C}^{\prime}$. Therefore, $\mathrm{C}^{\prime}, X^{\prime}$, and $t^{\prime}$ define an instance of MAX- $k+1-\mathrm{SAT}(\mathrm{GV}, l)$ that can be constructed in polynomial time (in the length of instances of MAX-k-SAT(GV, $l)$ ). By their definition, C is satisfiable if and only if $\mathrm{C}^{\prime}$ is satisfiable. Therefore, MAX- $k-\mathrm{SAT}(\mathrm{GV}, l)$ polynomially transforms to MAX- $k+1-\mathrm{SAT}(\mathrm{GV}, l)$, hence by induction, MAX- $k$-SAT $(\mathrm{GV}, l)$ is NP-complete for all $k \geqslant 3$.

The proof of Theorem 4 follows from an extension of the transformation from 3-SAT to MAX-2-SAT(D) given in Garey et al. (1976).

THEOREM 4. MAX-2-SAT(GV) is $N P$-complete.
Proof. First, it is straightforward to see that MAX-2-SAT(GV) is in NP. The proof follows by showing that MAX-3-SAT(GV, 1) polynomially transforms to MAX-2-SAT(GV). Let $\mathrm{C}=\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$ be a set of $m$ clauses over the set $X=$ $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ of $n$ Boolean variables and let $t: X \rightarrow\{0,1\}$ be a truth assignment that satisfies all but one clause; this defines an instance of MAX-3-SAT(GV, 1). Let $X^{\prime}=X \cup\left\{a_{i}, b_{i}, c_{i}, d_{i}, p_{i}: i=1,2, \ldots, m\right\}$. For each clause $c_{j}=\left(y_{1}, y_{2}, y_{3}\right) \in$ C , let $C_{j}=\left\{\left(\underline{y}_{1}, a_{j}\right),\left(\underline{y}_{1}, \bar{a}_{j}\right),\left(\underline{y}_{2}, b_{j}\right),\left(y_{2}, \bar{b}_{j}\right),\left(y_{3}, c_{j}\right),\left(y_{3}, \bar{c}_{j}\right),\left(\bar{y}_{1}, \bar{y}_{2}\right),\left(\bar{y}_{2}, \bar{y}_{3}\right)\right.$, $\left.\left(\bar{y}_{1}, \bar{y}_{3}\right),\left(y_{1}, \bar{d}_{j}\right),\left(y_{2}, \bar{d}_{j}\right),\left(y_{3}, \bar{d}_{j}\right),\left(d_{j}, p_{j}\right),\left(d_{j}, \bar{p}_{j}\right)\right\}$. It is straightforward to verify that if clause $c_{j}$ is satisfied, then exactly 11 clauses in $C_{j}^{\prime}$ can be satisfied. If the clause $c_{j}$ is not satisfied, then exactly 10 clauses in $C_{j}^{\prime}$ can be satisfied. Let

$$
C^{\prime}=\bigcup_{j=1}^{m} C_{j}^{\prime}
$$

Then there exists a truth assignment that satisfies exactly 11 m or more clauses of $C^{\prime}$ if and only if C is satisfied. It is straightforward to use the truth assignment $t$ to construct a truth assignment $t^{\prime}: X^{\prime} \rightarrow\{0,1\}$ that satisfies $11 m-1$ clauses of $C^{\prime}$. Therefore, MAX-3-SAT(GV, 1) polynomially transforms to MAX-2-SAT(GV) and by Theorem 2, it follows that MAX-2-SAT(GV) is NP-complete.

Theorem 5 shows how the polynomial transformation from 3-SAT to Vertex Cover (Garey and Johnson, 1979) can be used to show that MAX-3-SAT(GV, $l$ ) polynomially reduces to a global verification problem version of Vertex Cover.

Vertex $\operatorname{Cover}(\mathbf{G V}, l):$ Let $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ be a graph and $m, l$ be positive integers. Let $\mathrm{V}^{\prime}$ be a vertex cover for G that contains $m+l$ vertices, does $G$ have a vertex cover with $m$ or fewer vertices?

THEOREM 5. Vertex $\operatorname{Cover}(G V, l)$ is $N P$-complete for all $l \geqslant 1$.
Proof. Let $l \geqslant 1$. Clearly, Vertex $\operatorname{Cover}(\mathrm{GV}, l)$ is in NP. The proof follows by showing that MAX-3-SAT(GV, $l$ ) polynomially transforms to Vertex $\operatorname{Cover}(\mathrm{GV}, l)$. Let $\mathrm{C}=\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$ be a set of $m$ clauses over the set $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ of $n$ Boolean variables and $t: X \rightarrow\{0,1\}$ be a truth assignment that satisfies all but $l$ clauses; this defines an instance of MAX-3-SAT(GV,l) that can be polynomially transformed to an instance of Vertex $\operatorname{Cover}(\mathrm{GV}, l)$. To see thus, the set of clauses C and Boolean variables $X$ are transformed in the same manner used to prove that 3-SAT polynomially transforms to Vertex Cover (Garey and Johnson, 1979). The truth assignment $t$ is then transformed to a vertex cover of the corresponding graph. For each variable $x_{i} \in X$, let $\mathrm{V}_{i}=\left\{x_{i}, \bar{x}_{i}\right\}$ and $\mathrm{E}_{i}=\left\{\left(x_{i}, \bar{x}_{i}\right)\right\}$. For each clause $c_{j}=$ $\left(y_{1 j}, y_{2 j}, y_{3 j}\right)$, let $\mathrm{V}_{j}^{\prime}=\left\{a_{1 j}, a_{2 j}, a_{3 j}\right\}, \mathrm{E}_{j}^{\prime}=\left\{\left(a_{1 j}, a_{2 j}\right),\left(a_{1 j}, a_{3 j}\right),\left(a_{2 j}, a_{3 j}\right)\right\}$, and $E_{j}^{\prime \prime}=\left\{\left(a_{1 j}, y_{1 j}\right),\left(a_{2 j}, y_{2 j}\right),\left(a_{3 j}, y_{3 j}\right)\right\}$. Now, define $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ where

$$
V=\left(\bigcup_{i=1}^{n} V_{i}\right) \cup\left(\bigcup_{j=1}^{m} V_{j}^{\prime}\right) \text { and } E=\left(\bigcup_{i=1}^{n} E_{i}\right) \cup\left(\bigcup_{j=1}^{m} E_{j}^{\prime}\right) \cup\left(\bigcup_{j=1}^{m} E_{j}^{\prime \prime}\right)
$$

The graph $G$ has a vertex cover of size less than or equal to $n+2 m$ if and only if C is satisfiable (Garey and Johnson, 1979). The truth assignment $t$ is transformed to a vertex cover $\mathrm{V}^{\prime}$ of G . If $t\left(x_{i}\right)=1(0)$, then $x_{i}\left(\bar{x}_{i}\right) \in \mathrm{V}^{\prime}$. Suppose $c_{j}$ is a clause satisfied by $t$. Then one of the literals $y_{i j}$ is true, which implies that the edge $\left(a_{i j}, y_{i j}\right)$ is covered, since $y_{i j} \in \mathrm{~V}^{\prime}$. Now, let the vertices $a_{p j} \in \mathrm{~V}_{j}^{\prime}, a_{p j} \neq a_{i j}$, be in $\mathrm{V}^{\prime}$. If $c_{k}$ is a clause not satisfied by $t$, then let each vertex in $\mathrm{V}_{k}^{\prime}$ be in $\mathrm{V}^{\prime}$. It is straightforward to show that $\mathrm{V}^{\prime}$ is a vertex cover of G , with $n+2(m-l)+$ $3 l=n+2 m+l$ vertices. The transformation of $t$ to the vertex cover $\mathrm{V}^{\prime}$ is done in polynomial time in the length of the $\operatorname{MAX}-3-\operatorname{SAT}(\mathrm{GV}, l)$ instances. Therefore,

MAX-3-SAT(GV, $l$ ) polynomially transforms to Vertex Cover(GV, $l$ ), hence by Theorem 2, Vertex Cover(GV, $l$ ) is NP-complete.

Theorem 6 implies that given a graph and a Hamiltonian path, the problem of determining if the graph has a Hamiltonian Circuit is still NP-complete. Papadimitriou and Steilglitz (1977) establish the same result. This result here is obtained by an alternative and independent proof. First, Hamiltonian Circuit(GV, $l$ ) is formally stated.

Hamiltonian $\operatorname{Circuit}(\mathbf{G V}, l)$. Let $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ be a graph, where $|\mathrm{V}|=n$, and $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ is an ordering of the vertices such that $\left(v_{i+1}, v_{i}+1\right) \in \mathrm{E}$ for all $i=1,2, \ldots, n-l$. Does there exist an ordering of the vertices $\left\{u_{1}, u_{2}, \ldots, u_{n}\right\}$ such that $\left(u_{i}, u_{i+1}\right) \in \mathrm{E}$ for all $i=1,2, \ldots, n-1$ and $\left(u_{n}, u_{1}\right) \in \mathrm{E}$ ?

Theorem 6 shows that Hamiltonian $\operatorname{Circuit}(\mathrm{GV}, l)$ is NP-complete by a slight modification of the polynomial transformation used to prove that Hamiltonian circuit is NP-complete (Garey and Johnson 1979).

THEOREM 6. Hamiltonian $\operatorname{Circuit}(G V, l)$ is $N P$-complete for all $l \geqslant 1$.
Proof. Let $l \geqslant 1$. First, it is straightforward to see that Hamiltonian Circuit(GV, $l$ ) is in NP. The proof follows by showing that MAX-3-SAT(GV, $l$ ) polynomially transforms to Hamiltonian $\operatorname{Circuit}(\mathrm{GV}, l)$. Let $\mathrm{C}=\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$ be a set of $m$ clauses over a set $X=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ of $n$ Boolean variables and $t: X \rightarrow\{0,1\}$ be a truth assignment that satisfies all but $l$ clauses; this defines an instance of MAX-3-SAT(GV, $l$ ). As in the proof of Theorem 5, this instance of MAX-3-SAT(GV, $l$ ) is transformed to an instance of $\operatorname{Vertex} \operatorname{Cover}(\mathrm{GV}, l)$, where the resulting instance of Vertex $\operatorname{Cover}(\mathrm{GV}, l)$ is denoted by graph $\mathrm{G}=(\mathrm{V}, \mathrm{E})$ with vertex cover $V^{\prime}$. By the proof of Theorem $5,\left|V^{\prime}\right|=n+2 m+l$. Let $K=$ $n+2 m+l$. The instance of Vertex Cover $(\mathrm{GV}, l)$ can be transformed to an instance of Hamiltonian $\operatorname{Circuit}(\mathrm{GV}, l)$. To see this, for each edge $e=(u, v) \in \mathrm{E}$, let $\mathrm{V}_{e}^{\prime}=\{[u, e, i],[v, e, i]: i=1,2, \ldots, 6\}$ and

$$
\begin{aligned}
& \left.\mathrm{E}_{e}^{\prime}=\{[u, e, i],[u, e, i+1]),([v, e, i],[v, e, i+1]): i=1,2, \ldots, 5\right\} \\
& \cup\{([u, e, 3],[v, e, 1]),([v, e, 3],[u, e, 1]),(u, e, 6],[v, e, 4]) \\
& \quad([v, e, 6],[u, e, 4])\}
\end{aligned}
$$

For each vertex $v \in \mathrm{~V}$, let the edges incident to $v$ be given by $e_{v[1]}, e_{v[2]}, \ldots \ldots$, $e_{v[\operatorname{deg}(v)]}$, where $\operatorname{deg}(v)$ denotes the degree of vertex $v$. Then for each vertex $v \in \mathrm{~V}$, let $\left.\mathrm{E}_{v}^{\prime}=\left\{\left(\left[v, e_{v[i]}, 6\right]\right),\left[v, e_{v[i+1]}, 1\right]\right): i=1,2, \ldots, \operatorname{deg}(v)-1\right\}$. For each $k \geqslant 1$, let $\mathrm{V}_{k}=\left\{a_{i}: i=1,2, \ldots, k\right\} \cup\left(\cup_{e \in \mathrm{E}} \mathrm{V}_{e}^{\prime}\right)$ and $\mathrm{E}_{k}=\left(\cup_{e \in \mathrm{E}} \mathrm{E}_{e}^{\prime}\right) \cup\left(\cup_{v \in \mathrm{~V}} \mathrm{E}_{v}^{\prime}\right) \cup \mathrm{E}_{k}^{\prime \prime}$, where $\mathrm{E}_{k}^{\prime \prime}=\left\{\left(a_{i},\left[v, e_{v[1]}, 1\right]\right),\left(a_{i},\left[v, e_{v[\operatorname{deg}(v)]}, 6\right]\right): i=1,2, \ldots, k, v \in V\right\}$. Lastly, let $\mathrm{G}_{k}=\left(\mathrm{V}_{k}, \mathrm{E}_{k}\right)$. From Garey and Johnson (1979), the graph $\mathrm{G}_{k}$ has a Hamiltonian Circuit if and only if $G$ has a vertex cover of size less than or equal to $k$. A graph $\mathrm{G}^{\prime}=\left(\mathrm{V}^{\prime}, \mathrm{E}^{\prime}\right)$, with path $v_{1} v_{2} \ldots v_{\left|V^{\prime}\right|-l+1}$ can be constructed such that $\mathrm{G}^{\prime}$ has a Hamiltonian Circuit if and only if $G$ has a vertex cover with fewer
than $K-l+1$ vertices. Since G has a vertex cover of size $K$, the graph $G_{K}$ has a Hamiltonian circuit $\Lambda=a_{1} v_{2} v_{3} \ldots v_{p} a_{1}$. Define the graph $\mathrm{G}^{\prime}=\left(\mathrm{V}^{\prime}, \mathrm{E}^{\prime}\right)$ where $\mathrm{V}^{\prime}=\mathrm{V}_{K} \cup\left\{b_{1}, b_{2}, \ldots, b_{l}\right\}$ and $\mathrm{E}^{\prime}=\mathrm{E}_{K} \cup\left\{\left(b_{j}, a_{i}\right): i=1,2, \ldots, K, j=\right.$ $1,2, \ldots, l\}$. Then $b_{1} a_{1} v_{2} v_{3} \ldots v_{p}$ is a path of length $\left|\mathrm{V}^{\prime}\right|-l$ for graph $\mathrm{G}^{\prime}$. The graph $\mathrm{G}^{\prime}=\left(\mathrm{V}^{\prime}, \mathrm{E}^{\prime}\right)$ and path $b_{1} a_{1} v_{2} v_{3} \ldots v_{p}$ define an instance of Hamiltonian Circuit(GV, $l$ ). Showing that $\mathrm{G}^{\prime}$ has a Hamiltonian circuit if and only if C is satisfiable completes the proof. To that end, suppose that $\Lambda_{1}=b_{1} u_{1} u_{2} \ldots u_{p} b_{1}$ is a Hamiltonian circuit for graph $\mathrm{G}^{\prime}$. Since $\Lambda_{1}$ is a Hamiltonian circuit, then $u_{1}=a_{i}$ and $u_{p}=a_{j}$ for some $i \neq j$. Let $\mathrm{G}_{K-1}=\left(\left\{a_{t}: t=1,2, \ldots, K-\right.\right.$ $\left.1, t \neq j\} \cup\left(\cup_{e \in \mathrm{E}} \mathrm{V}_{e}^{\prime}\right),\left(\cup_{e \in \mathrm{E}} \mathrm{E}_{e}^{\prime}\right) \cup\left(\cup_{v \in \mathrm{~V}} \mathrm{E}_{v}^{\prime}\right) \cup \mathrm{E}_{K-1}^{m}\right)$ be a graph, where $\mathrm{E}_{K-1}^{\prime \prime}=$ $\left\{\left(a_{t},\left[v, e_{v[1]}, 1\right]\right),\left(a_{t},\left[v, e_{v[\operatorname{deg}(v)]}, 6\right]\right): t=1,2, \ldots, K-1, t \neq j, v \in V\right\}$. Since the edge $\left(u_{1}, u_{p-1}\right) \in \mathrm{E}_{K-1}^{\prime \prime}$, then the graph $\mathrm{G}_{K-1}^{\prime}$ has a Hamiltonian circuit $\Lambda_{2}=u_{1} u_{2} \ldots u_{p-1} u_{1}$. The graph $\mathrm{G}_{K-1}^{\prime}$ is isomorphic to the graph $\mathrm{G}_{K-1}$, which implies that $\mathrm{G}_{K-1}$ has a Hamiltonian circuit. Writing $\Lambda_{2}$ as $b_{2} \ldots b_{2}$, this process can be repeated to show that $G_{K-2}$ has a Hamiltonian circuit. Continuing this process, it follows that $\mathrm{G}_{K-l}$ has a Hamiltonian circuit. Therefore, the graph G has a vertex cover of size less than or equal to $K-l=n+2 m$, which also implies that C is satisfiable. Now, suppose that C is satisfiable, then the graph G has a vertex cover of size less than or equal to $K-l$. This implies that the graph $\mathrm{G}_{K}$ has a Hamiltonian circuit $\Lambda_{2}=a_{1} u_{2} u_{3} \ldots u_{p-1} a_{1}$. Since the edges $\left\{\left(b_{j}, a_{i}\right): i=1,2, \ldots, K, j=1,2, \ldots, l\right\}$ are in $\mathrm{E}^{\prime}$, it is straightforward to see that $\mathrm{G}^{\prime}$ has a Hamiltonian circuit. It then follows that $\operatorname{Vertex} \operatorname{Cover}(\mathrm{GV}, l)$ polynomially transforms to Hamiltonian Circuit(GV, $l$ ). Lastly, from Theorem 5, this implies that Hamiltonian Circuit(GV, $l$ ) is NP-complete.

The global verification problem of $\operatorname{TSP}, \operatorname{TSP}(\mathrm{GV}, l)$ for $l \geqslant 1$, can be shown to be NP-complete. First, $\operatorname{TSP}(\mathrm{GV}, l)$ is formally stated.
$\mathbf{T S P}(\mathbf{G V}, l)$ : Given a collection of $n$ cities $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$, distances $d\left(x_{i}, x_{j}\right)$ for each pair of distinct cities $x_{i}$ and $x_{j}$, and a permutation of the cities $z_{1} z_{2} \ldots z_{n}$ with length $\delta$; does there exist a permutation of the $n$ cities, $y_{1} y_{2} \ldots y_{n}$, with length less than or equal to $\delta-l$.

TSP(GV, $l$ ) is NP-complete since the Hamiltonian Circuit problem discussed in Theorem 6 can be transformed to a corresponding instance of $\operatorname{TSP}(\mathrm{GV}, l)$, where $d(x, y)=1(2)$ if and only if $(x, y) \in(\notin) E$.

## COROLLARY 1. $\operatorname{TSP}(G V, l)$ is $N P$-complete.

The results in this section show that for several NP-hard optimization problems, global verification is NP-complete. Furthermore, in many cases, the proofs that global verification is NP-complete can be obtained by simple adaptations to the proofs used to show that the decision problems themselves are NP-complete. In particular, MAX-3-SAT(GV, $l$ ) is shown to be NP-complete by polynomially transforming MAX-SAT(GV, $l$ ) to MAX-3-SAT(GV, $l$ ), similar to how SAT is polyno-
mially transformed to 3-SAT. In transforming an instance of MAX-SAT(GV,l) to an instance of MAX-3-SAT(GV,l), a set of clauses C, a set of Boolean variables $X$, and a truth assignment $t: X \rightarrow\{0,1\}$ that satisfies all but $l$ clauses (which defines an instance of MAX-SAT $(\mathrm{GV}, l)$ ) is polynomially transformed to an instance of MAX-3-SAT(GV,l). First, the set of clauses C and Boolean variables $X$ are transformed to an instance of 3-SAT, given by $\mathrm{C}^{\prime}$ and $X^{\prime}$. Then the truth assignment $t$ is transformed to a truth assignment $t^{\prime}: X^{\prime} \rightarrow\{0,1\}$ that satisfies all but $l$ clauses of $\mathrm{C}^{\prime}$. Therefore, the proof that MAX-3-SAT(GV, $\left.l\right)$ is NP-complete is obtained by modifications to the proof used to show that 3-SAT is NP-complete. This same idea is then used to show that global verification is NP-complete for other NP-hard discrete optimization problems.

## 4. Conclusion and Directions of Future Research

The results in this paper support the conjecture that global verification is NPcomplete for all NP-hard optimization problems. Note that if it can be shown that global verification is NP-complete for all NP-hard discrete optimization problems, then the existence of any one NP-hard problem in PGS implies that $\mathrm{P}=\mathrm{NP}$. One goal of this research is to show that the existence of a NP-hard problem in PGS implies $P=N$. This would be a natural extension to the result in Jacobson and Solow (1993) that states that if there exists a PGS problem that is NP-hard, then $\mathrm{NP}=$ co-NP.

This paper shows that global verification is NP-complete for several NP-hard discrete optimization problems (MAX-SAT, MAX-k-SAT (for $k \geqslant 2$ ), Vertex Cover, TSP). These results may suggest a way to prove that, in fact, global verification is NP-complete for other NP-hard discrete optimization problems. Global verification in polynomial time may be one indicator that a discrete optimization problem is not hard. This research examines if global verification in polynomial time is sufficient for a discrete optimization problem to be solved in polynomial time. Note that there do exist discrete optimization problems in which global verification can be completed in polynomial time but it is not known if the problem itself can be solved in polynomial time. For example, a discrete optimization problem associated with the linear complementarity problem (LCP) with $P$-matrices has been shown to be in PGS, though it is not known whether this problem is NP-hard or solvable in polynomial time (Jacobson and Solow, 1993). LCP with $P$-matrices is specified as follows:

Given an $n \times n$ matrix $M$ with positive principal minors and an $n$-vector $q$, find two $n$-vectors $w$ and $z$ such that $w=M z+q, w, z \geqslant 0$, and $w^{T} z=0$.
The associated discrete optimization problem that is in PGS (Jacobson and Solow, 1993) is to minimize $\theta$ such that $\theta e=w-M z-q$, where $e$ is an $n$-vector of all ones. The solutions to this discrete optimization problem are given by the basic feasible solutions to $w=M z+q+\theta e$. The three polynomial algorithms $\mathrm{A}_{\Pi}$, $\mathrm{B}_{\Pi}$, and $\mathrm{C}_{\Pi}$ that are needed to show that this problem is in PGS are contained in

Lemke's algorithm (1965). Therefore, for this optimization version of LCP with $P$-matrices, global verification can be done in polynomial time, though it is not known if the problem itself can be solved in polynomial time. The work presented here and in Jacobson and Solow (1993) suggest that global verification for this problem is unlikely to be NP-complete.

Note that the notion of NP-hardness for LCP with $P$-matrices should not be taken from the perspective of standard complexity theory (Garey and Johnson, 1979). In Garey and Johnson (1979), polynomially solvable search problems are required to have polynomial time recognizable instances. Therefore, from standard complexity theory, LCP with $P$-matrices would be NP-hard due to the NP-hardness of recognizing $P$-matrices. In this paper, a problem $\Pi$ is NP-hard if there exists an NP-complete problem $\Pi^{\prime}$ such that $\Pi^{\prime}$ Turing reduces to $\Pi$. That is, a problem $\Pi$ is NP-hard if an (all) NP-complete problem(s) $\Pi^{\prime}$ can be solved by an algorithm $T$ that uses a hypothetical subroutine $S$ for solving $\Pi$ such that, if $S$ is a polynomial time algorithm for $\Pi$, then $T$ is a polynomial time algorithm for $\Pi^{\prime}$ (Garey and Johnson, 1979). A call to the subroutine $S$ by algorithm $T$ implies that the subroutine $S$ is given acceptable input (instance of $\Pi$ ); the subroutine $S$ is not assumed to recognize a valid instance in polynomial time (Megiddo, 1988).

The results in this paper also imply that the existence of one NP-hard problem in PGS implies that other NP-hard problems are in PGS. Since it was proven that MAX-SAT $(\mathrm{GV}, l)$ is NP-complete, if MAX-SAT is in PGS, then $\mathrm{P}=\mathrm{NP}$ and all problems that are NP-easy can be solved in polynomial time.

One future direction of this research is to extend these results to show that global verification is NP-complete for all NP-hard discrete optimization problems. Obtaining this result appears challenging, so a preliminary research goal is to find large sets of NP-hard discrete optimization problems such that global verification is NP-complete for every problem in that set. Also, it would be useful to find properties of problems that imply that their global verification problem is NP-complete. Answers to these issues and questions may lead to a better understanding of the $\mathrm{P}_{S}$ versus PGS question.
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